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#### Abstract

Compared to the atomic chip, which has been a powerful platform to perform an astonishing range of applications from rapid Bose-Einstein condensate (BEC) production to the atomic clock, the molecular chip is only in its infant stages. Recently a one-dimensional electric lattice was demonstrated to trap polar molecules on a chip. This excellent work opens up the way to building a molecular chip laboratory. Here we propose a two-dimensional (2D) electric lattice on a chip with concise and robust structure, which is formed by arrays of squared gold wires. Arrays of microtraps that originate in the microsize electrodes offer a steep gradient and thus allow for confining both light and heavy polar molecules. Theoretical analysis and numerical calculations are performed using two types of sample molecules, $\mathrm{ND}_{3}$ and SrF , to justify the possibility of our proposal. The height of the minima of the potential wells is about $10 \mu \mathrm{~m}$ above the surface of the chip and can be easily adjusted in a wide range by changing the voltages applied on the electrodes. These microtraps offer intriguing perspectives for investigating cold molecules in periodic potentials, such as quantum computing science, low-dimensional physics, and some other possible applications amenable to magnetic or optical lattice. The 2D adjustable electric lattice is expected to act as a building block for a future gas-phase molecular chip laboratory.
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## I. INTRODUCTION

Atomic chips and lattices are two powerful tools for manipulating and cooling neutral atoms. The atomic chip is now reaching maturity [1] as a powerful art with many applications in modern science ranging from fast Bose-Einstein condensate (BEC) generation [2] to precision measurements [3]. However, the molecular chip is only in its infant stages, in part because molecules have much richer internal states which are immune to effective cooling and manipulating. Fortunately, many methods have been demonstrated over the years to produce molecular samples in both cold ( $<1 \mathrm{~K}$ ) [4-8] and ultracold ( $<1 \mathrm{mK}$ ) [9-13] temperature regions. Especially, the recently realized methods of laser cooling for molecules [14-20], which have been the workhorse in the field of ultracold atoms, bridge the two regions of cold and ultracold temperature of the molecules. These (ultra-) cold molecules offer more possibilities for engineering a gas-phase chip laboratory, which in fact is a long-standing goal in atomic, molecular, and optical physics as well as cold chemistry.

Lattices, formed by electric fields, magnetic fields, or laser light, have attracted great interest because they offer opportunities to study particles in an ordered structure and allow for spatial and temporal control of particles at a high level. These features make it a good candidate in applications ranging from quantum simulation to atomic clocks. Currently one-, two-, and three-dimensional (1D, 2D, and 3D) optical [21-25], magnetic [26-29], and magneto-optical [29-31]) lattices have already been demonstrated or proposed. Recently Meijer's group demonstrated a 1D electric lattice (a Stark decelerator on a chip) that can trap polar molecules on a chip [32,33]. This demonstration constitutes an important step towards a gas-phase molecular laboratory on a chip. Recently, they demonstrated a series of works based on the 1D lattice, including manipulating the internal degrees of freedom $[34,35]$

[^0]and measuring the temperature of the trapped molecules [36]. Recently Merkt's group demonstrated a 1D lattice for Rydberg atoms on a printed circuit board [37].

In this paper we propose a 2 D electric lattice on a chip for cold polar molecules. The electric lattice can offer a large force and allows for trapping both light and heavy polar molecules. The height of the minima of the potential wells can be adjusted in a wide range by changing the voltages applied on the electrodes. This 2D adjustable electric lattice may provide opportunities for investigating many issues, such as the study of the interaction between polar molecules or molecule-surface interaction, novel quantum mechanical collision, quantum information science, and so on. We note that most recently a simple and versatile method, optoelectrical Sisyphus cooling in a microstructured electric trap, to produce submillikelvin polar molecular samples has been demonstrated [38], with a four-order-of-magnitude increase of phase space density. This gives us some inspiration that our 2D electric lattice might also be possible to prepare arrays of ultracold molecular samples on a chip with the help of optoelectrical Sisyphus cooling. In the following sections, we will present the design of the 2D electric lattice. Following that, the theoretical analyses of the lattice and trajectory calculations using two types of molecules, $\mathrm{ND}_{3}$ and SrF , are given to justify the possibility of our scheme, which is followed by some applications and conclusions.

## II. DESIGN

Figure 1(a) depicts a typical scheme preparing and loading polar cold molecules onto a molecular chip. A supersonic molecular beam is slowed down by a Stark decelerator and then loaded onto a chip, where our designed 2D electrostatic lattice is deposited. The 2D electrostatic lattice consists of arrays of $1-\mu$ m-high gold electrodes patterned with concentric squares, as shown in Fig. 1(b). Figure 1(c) depicts the expanded view of the local electrostatic lattice. As can be seen one site is composed of three concentric square electrodes. The innermost


FIG. 1. (a) illustration of producing and loading cold polar molecules into an electrostatic lattice on a chip; (b) pattern of our designed 2D electrostatic lattice as well as the coordinates used in the text; (c) expanded view of the local 2D electrostatic lattice, together with the geometric parameters of the electrodes.
electrode is a small square with a side of length $a_{3}$. The middle and the outermost electrodes are square wires, which have a width of $a_{2}$ and $a_{1}$, respectively. All outermost electrodes are connected together and are shared with the neighbor sites, on which the voltage applied is $U_{2}$. The middle (innermost) electrodes are connected together with thin wires (not shown) under the chip and taken with a voltage of $U_{1}\left(U_{0}\right)$. The gap between the innermost and the middle electrodes is $b_{2}$, while the spacing of the outermost and the middle electrodes is $b_{1}$. The periodicity of the lattice, i.e., the center-to-center distance of the adjacent sites, is $L$. In the following test the parameters are set as follows: $a_{1}=a_{2}=5 \mu \mathrm{~m}, a_{3}=10 \mu \mathrm{~m}$, and $b_{1}=b_{2}=10 \mu \mathrm{~m}$. As a result the periodicity of the lattice $L$ is $65 \mu \mathrm{~m}$. The coordinate system is also shown in Fig. 1(b), in which the $z$ direction is normal to the molecule chip surface and oriented in the direction opposite to the molecular beam.

## III. THEORETICAL ANALYSIS AND NUMERICAL CALCULATIONS

In a charge-free region of space the electric potential $\Phi(x, y, z)$ must be a solution to Laplace's equation. The electric potential $\Phi(x, y, z)$ of our designed 2D electric lattice is given by

$$
\begin{align*}
\Phi(x, y, z)= & \sum_{m, n=0}^{\infty} A_{m n} \exp \left[-z \sqrt{\left(m k_{x} x\right)^{2}+\left(n k_{\mathrm{y}} y\right)^{2}}\right] \\
& \times\left[\cos \left(m k_{x} x\right) \cos \left(n k_{y} y\right)\right] \tag{1}
\end{align*}
$$

where $k_{x}=k_{y}=2 \pi / L$, and $L$ is the periodicity of the potential. The coefficients $A_{m n}$ are determined by comparing the numerically calculated fields along lines in the $x(y)$ direction, using a method similar to Ref. [39]. We choose $m=n=0,1,2,3$ to create quadrupole potentials in the transverse directions. As long as the electric potential is constrained, the electric field strength is given by

$$
\begin{equation*}
|\overrightarrow{\mathrm{E}}|=\sqrt{\left(\frac{\partial \Phi}{\partial x}\right)^{2}+\left(\frac{\partial \Phi}{\partial y}\right)^{2}+\left(\frac{\partial \Phi}{\partial z}\right)^{2}} \tag{2}
\end{equation*}
$$

Then the force between the polar molecules and the fields can be derived as in the following:

$$
\begin{align*}
F_{x}= & -\left(\frac{1}{|\vec{E}|} \frac{d W}{d|\vec{E}|}\right)\left(\frac{\partial^{2} \Phi}{\partial x^{2}} \frac{\partial \Phi}{\partial x}+\frac{\partial^{2} \Phi}{\partial x \partial y} \frac{\partial \Phi}{\partial y}+\frac{\partial^{2} \Phi}{\partial y \partial z} \frac{\partial \Phi}{\partial z}\right),  \tag{3a}\\
F_{\mathrm{y}}= & -\left(\frac{1}{|\vec{E}|} \frac{d W}{d|\vec{E}|}\right)\left(\frac{\partial^{2} \Phi}{\partial x \partial y} \frac{\partial \Phi}{\partial x}+\frac{\partial^{2} \Phi}{\partial y^{2}} \frac{\partial \Phi}{\partial y}+\frac{\partial^{2} \Phi}{\partial y \partial z} \frac{\partial \Phi}{\partial z}\right),  \tag{3b}\\
F_{\mathrm{z}}= & -\left(\frac{1}{|\vec{E}|} \frac{d W}{d|\vec{E}|}\right)\left(\frac{\partial^{2} \Phi}{\partial x \partial z} \frac{\partial \Phi}{\partial x}+\frac{\partial^{2} \Phi}{\partial y \partial z} \frac{\partial \Phi}{\partial y}\right. \\
& \left.-\left(\frac{\partial^{2} \Phi}{\partial x^{2}}+\frac{\partial^{2} \Phi}{\partial y^{2}}\right) \frac{\partial \Phi}{\partial z}\right),
\end{align*}
$$

where $W$ is the Stark potential. When $U_{1}=-U_{2}=90 \mathrm{~V}$ and $U_{0}$ is grounded, the electric fields above the chip are calculated using Eqs. (1) and (2), as shown in Fig. 2. Figures 2(a) and 2(b) reflect the electric field distributions in the $x-y$ plane


FIG. 2. Electric field distribution of the 2D lattice in the $x-y$ plane (a) and in the $y-z$ plane (b) through the minima of the potential wells. The height of the minima of the potential is about $10 \mu \mathrm{~m}$ (in the $z$ direction) above the surface of the chip. Color bar labels H and L mean high and low electric field, respectively.


FIG. 3. The height of the minima of the potential wells as a function of the voltages $U_{0}$ (a) and $U_{2}$ (b). When the value of one voltage applied on the electrodes is changed, the other two voltages are fixed in both (a) and (b). The points are obtained from numerical calculations and the lines are fitting results.
and in the $y-z$ plane through the minima of the potential wells, respectively. As can be seen from this figure, arrays of microtraps (i.e., 2D electric lattice) for polar molecules in low-field seeking states can be formed above the chip. It is worth nothing that the height of the minima of the potentials from the surface of the substrate remains constant regardless of the values of $U_{1}$ and $U_{2}$, provided that $U_{1}=-U_{2}$. However, the height of the minima of the potential wells can be changed by adjusting the voltage difference of the neighboring electrodes. Figure 3 shows two means to controlling the height ( $h$ ) of the minima. In the first case, $U_{1}$ and $U_{2}$ are respectively set to constant values of 90 and -90 V , and the value of $U_{0}$ is tuned from -30 to 30 V , resulting in the decreasing of $h$ from 13.0 to $5.0 \mu \mathrm{~m}$, as shown in Fig. 3(a). In the second case, $U_{0}$ is grounded and $U_{1}$ is taken with 90 V ; the voltage $U_{2}$ is changed from -130 to -50 V , and as a result $h$ is correspondingly changed from 7.9 to $12.6 \mu \mathrm{~m}$. Of course, the height of the minima can also be adjusted in a wider range by simultaneously changing both values of $U_{0}$ and $U_{2}$. For instance, with $U_{0}=-30 \mathrm{~V}, U_{1}=90 \mathrm{~V}$, and $U_{2}=-60 \mathrm{~V}$, $h=15.0 \mu \mathrm{~m}$ is obtained.

Our 2D electrostatic lattice can produce a steep gradient in all three directions that allows for confining not only light polar molecules but also some heavy ones. To show the performance of our scheme, two species- $\mathrm{ND}_{3}$ (in the $|J, K M\rangle=|1,-1\rangle$ state) and SrF (in the $\left|N, N_{M}\right\rangle=|1,0\rangle$ state)—are used to carry out 3D numerical calculations. Losses caused by background collision and surface-induced heating are ignored in our simulation since current vacuum technology and cooling technology permit greatly reducing these losses [40]. Nonadiabatic transition loss, which can be suppressed by using an offset magnetic field [41], is also not considered in our calculation. The position and velocity distributions of the initial molecular beam are flat in all directions with the six-dimensional (6D) emittance $[100 \mu \mathrm{~m} \times 1.5 \mathrm{~m} / \mathrm{s}] \times$ $[150 \mu \mathrm{~m} \times 1.5 \mathrm{~m} / \mathrm{s}] \times[150 \mu \mathrm{~m} \times 1.5 \mathrm{~m} / \mathrm{s}]$ (in $z, x$, and $y$ axis, respectively). The beam contains 1000000 molecules with initial distribution centered at $y=0 \mu \mathrm{~m}, v_{y}=0 \mathrm{~m} / \mathrm{s}$, $x=0 \mu \mathrm{~m}, v_{x}=0 \mathrm{~m} / \mathrm{s}, z=3 \mathrm{~mm}, v_{z}=12 \mathrm{~m} / \mathrm{s}\left(\mathrm{ND}_{3}\right)$, or $v_{z}=5 \mathrm{~m} / \mathrm{s}(\mathrm{SrF})$. The above parameters of the molecular beam are chosen by referring to some recent experimental results
[42,43]. $U_{0}$ is grounded and the voltages $U_{1}, U_{2}$ applied on the electrodes are 90 and -90 V , respectively.

The trajectory simulation starts from the exit of the hexapole downstream of the Stark decelerator, about 3 mm away from the surface of the chip. In the simulation we employ a socalled "synchronous molecule" to create the time sequence of operations. The synchronous molecule is virtual and is always in sync with operations of the external fields. Figure 4(a) shows the loading process that covers three steps: First, the synchronous molecule flies from the exit of the hexapole to position A, about $20 \mu \mathrm{~m}$ above the surface of the chip, and is further decelerated by the electrostatic fields produced by the 2D lattice. The voltages applied on the lattice will be switched off immediately when the synchronous molecule reaches position A. At the second step the synchronous molecule freely flies from position A to B , and then the electric fields switch on again. At the third step the synchronous molecule will be brought to a standstill at position C by the electric fields and is finally confined by the lattice. In fact, the nonsynchronous molecules around the synchronous molecule can also be manipulated, and only those in the phase space acceptance of the potential wells can be confined by the traps. The orange line in Fig. 4(b) shows a typical longitudinal acceptance of an individual trap in the lattice. The velocity of the synchronous molecule in the following discussion is set to the central velocity of the packets, and thus the central part of the packets can be trapped and other molecules are lost. The electric fields at the vicinity of the chip and the force felt by each molecule at any location are calculated using Eqs. (1)-(3). The calculated results of the trapping process are shown in Fig. 4(c), where the black line shows the time dependence of the molecular density of the trapped $\mathrm{ND}_{3}$ molecules. It is clear that the molecules can be stably confined in the lattice. The Stark shift of $\mathrm{ND}_{3}$ close to the center of the trap is quadratic and thus the restoring force is linearly proportional to the displacement. The trap frequency can be estimated by taking the potential well as a harmonic trap. Thus the expression of the potential well is given by $U_{z}=k_{z} z^{2} / 2$, where $k_{z}=m \omega_{z}^{2}$. This yields the longitudinal trap frequency $f_{z}=\omega_{z} / 2 \pi=348 \mathrm{kHz}$, matching with the fitting result, $f_{z}=340 \mathrm{kHz}$, obtained by fitting the oscillation of trapped $\mathrm{ND}_{3}$ in the $z$ direction, as shown in the


FIG. 4. (a) Loading process of cold molecules into the 2D electric lattice. The solid line indicates the Stark energy of the polar molecules along the $z$ axis near the surface of the chip. (b) A typical longitudinal acceptance of an individual trap of the electric lattice for $\mathrm{ND}_{3}$ molecule. (c) Time dependence of molecular density of $\mathrm{ND}_{3}$ (black line) and SrF (gray line) in the lattice. The expanded view shows the oscillation of trapped $\mathrm{ND}_{3}$ in the $z$ direction, where the red line is the fitting result that results from $f_{z}=340 \mathrm{kHz}$. (d) The spatial distribution of the $\mathrm{ND}_{3}$ samples in the 2D lattice.
inset in Fig. 4(c). It is usually more difficult to tame heavy polar molecules ( $>100 \mathrm{amu}$ ) because they have more kinetic energy for a given velocity, and because their Stark curve of the rotational energy levels easily turns down at high electric fields. The SrF molecule in the $\left|N, N_{M}\right\rangle=|1,0\rangle$ state is always low-field seeking [44] in our designed electric lattice. The results of the trajectory calculation of loading and trapping SrF molecules are shown in Fig. 4(c). It is clear that the molecular density of SrF can also be stably confined in the lattice, albeit about three time less than $\mathrm{ND}_{3}$ molecules. It shows that heavy polar molecules are also amenable to our designed 2D electric lattice, which offers more possibilities for basic research and application work. Figure 4(d) indicates the spatial distribution of the molecular sample confined by the 2D lattice.

## IV. ADIABATIC COOLING AND DISCUSSION

In this section we will discuss some possible applications of our 2D electric lattice. Recently quantum computing has attracted great interest and a variety of quantum computing schemes with polar molecules have been suggested [45-49]. Our controllable 2D electric lattice on a chip enables stably confining various polar molecules and is conveniently combined with laser light or microwaves to form a hybrid system that may find applications in quantum information science. It is also convenient to study the reflection of a laser beam (such as Bragg scattering) from the polar molecules ordered by the 2D electric lattice. Our designed 2D lattice can be
used to investigate molecule-surface interaction or interaction between polar molecules since the heights of the potential wells are easily changed by tuning the voltages applied on the lattice. It might also be possible to use the 2 D electric lattice to prepare arrays of small (ultra-) cold molecular samples and even molecular Bose-Einstein condensates using the methods of adiabatic cooling, Sisyphus cooling, or evaporative cooling, which have been exploited for atoms [50-51] or molecules [16] in a single chip-based trap.

Adiabatic cooling of molecules trapped in a 1D electric lattice on a chip was studied $[36,52]$. In the following discussion, we will give examples of adiabatic and nonadiabatic cooling of trapped molecules in our 2D electric lattice using the method of Monte Carlo simulation. The initial beam contains $5000000 \mathrm{ND}_{3}$ molecules with initial distribution centered at $z=10 \mu \mathrm{~m}, v_{z}=0 \mathrm{~m} / \mathrm{s}, y=0 \mu \mathrm{~m}$, $v_{y}=0 \mathrm{~m} / \mathrm{s}$, and $x=0 \mu \mathrm{~m}, v_{x}=0 \mathrm{~m} / \mathrm{s}$. The position and velocity distributions of the initial molecular beam are flat in all directions with the 6D emittance $[10 \mu \mathrm{~m} \times 12 \mathrm{~m} / \mathrm{s}] \times$ $[500 \mu \mathrm{~m} \times 15 \mathrm{~m} / \mathrm{s}] \times[500 \mu \mathrm{~m} \times 15 \mathrm{~m} / \mathrm{s}]$ (in the $z, x$, and $y$ directions, respectively), which are larger than the acceptance of individual sites of the lattice. In the adiabatic process, the voltages applied on the 2D lattice $\left(\left|U_{1,2}\right|\right)$ are slowly reduced from 100 V to a lower value in $500 \mu \mathrm{~s}$, and then kept at the lower voltage for another $500 \mu \mathrm{~s}$. Subsequently the voltages are slowly increased back to 100 V in $500 \mu \mathrm{~s}$ and kept for $300 \mu \mathrm{~s}$. $U_{0}$ is always grounded in the adiabatic process. The time sequence is shown on the left of Fig. 5(a).


FIG. 5. (a) Simulated results of trapped $\mathrm{ND}_{3}$ density as a function of voltages $\left|U_{1,2}\right|$. The dots and triangles respectively represent two operation manners that slowly (adiabatic cooling) or abruptly (nonadiabatic cooling) decrease the voltage of $\left|U_{1,2}\right|$, where the amplitudes of $U_{1}$ and $U_{2}$ are always equal but differ in polarity in the cooling processes. The left inset indicates the time sequence for the adiabatic cooling. (b) The temperature of trapped $\mathrm{ND}_{3}$ molecules as a function of $\left|U_{1,2}\right|$ in the adiabatic cooling process, together with the phase space distributions of $\mathrm{ND}_{3}$ in the $z$ direction at different values of $\left|U_{1,2}\right|$, as shown on the left.

Lowering the voltages of the lattice leads to the hottest molecules to escape from the traps and allows for adiabatic cooling of the molecules. Note that the ramping time should be sufficiently long for molecules to adiabatically follow the change in potential: $d \omega / d t \ll \omega^{2}$ [53], i.e., $d T / d t \ll 1$. As mentioned before, the trap frequency of our lattice can be estimated by approximating the central part $(10 \mu \mathrm{~m})$ of the trapping potential, where most molecules are situated, with a harmonic one expressed as $U=k\left(x^{2}+y^{2}+z^{2}\right) / 2$. The trap frequency $f=\omega / 2 \pi=\sqrt{k / m} / 2 \pi$, where $m$ is the mass of the molecules. This leads to the trap frequency $f=370 \mathrm{kHz}$ (or 120 kHz ) at $U_{1,2}=100 \mathrm{~V}$ (or 10 V ). As a result, the trap period is varied from 3 to $7 \mu \mathrm{~s}$ in the adiabatic process with lowering the voltages $\left|U_{1,2}\right|$ from 100 to 10 V . Taking $\Delta T=7 \mu \mathrm{~s}$, for instance, the ramping time $\Delta t=500$, and thus $\Delta T / \Delta t=7 \mu \mathrm{~s} / 500 \mu \mathrm{~s}=0.014$, which satisfies the adiabatic condition. In other words, the ramping time of $500 \mu \mathrm{~s}$ is sufficiently long for molecules to adiabatically follow the change in potential even when the voltages $\left|U_{1,2}\right|$ are reduced to the lowest value of 10 V . The dots in Fig. 5(a) are the calculated results of adiabatic cooling, where the depths of the traps are correspondingly decreased from 220 to 22 mK with $\left|U_{1,2}\right|$ reducing from 100 to 10 V . The time sequence for the nonadiabatic cooling is similar to the adiabatic case, but the voltages ramp abruptly down or up in order to avoid adiabatic cooling of the molecules. The calculated results of nonadiabatic cooling are also presented in Fig. 5(a) in the form of triangles. Compared to the adiabatic cooling, the number density of the trapped molecules in the nonadiabatic case is decreased first rapidly and then slowly along with lowering the voltages of $\left|U_{1,2}\right|$.The temperature of the molecular samples in the lattice is reduced along with the lowering voltages of $\left|U_{1,2}\right|$ in the adiabatic cooling process, as shown in Fig. 5(b). The temperature $T$ is defined by $(3 / 2) k_{B} T=(1 / 2) k_{B} T_{L}+k_{B} T_{T}$ [54], where $T_{L}$ and $T_{T}$ are the corresponding longitudinal and transverse temperatures of the molecular packets and are given by $T_{x, y, z}=m \Delta v_{x, y, z}^{2} / 8 \ln 2 k_{B}$ [55], with $m$ being the mass, $\Delta v_{x, y, z}$ the velocity spread (full width at half maximum), and $k_{B}$ the Boltzmann constant. When the initial voltage of $\left|U_{1,2}\right|$ is decreased from 100 to 10 V , the temperature of the molecular samples is correspondingly decreased from 49 mK to around

21 mK . It means a reduction in temperature to about $40 \%$. The insets on the left of Fig. 5(b) indicate the phase space distributions of trapped $\mathrm{ND}_{3}$ in the $z$ direction at three selected values of $\left|U_{1,2}\right|$ in the adiabatic cooling process. It is clear that the volume of the molecules in phase space becomes smaller with lowering the voltages of $\left|U_{1,2}\right|$.

## V. CONCLUSIONS

We have presented a promising design of the scheme of a 2D electric lattice on a chip that has a very concise and robust structure. The height of the minima of the potential wells is about $10 \mu \mathrm{~m}$ above the chip, which can easily be adjusted in a wide range ( $5.0-15.0 \mu \mathrm{~m}$ ) by changing the voltages applied on the electrodes. Two types of sample molecules, $\mathrm{ND}_{3}$ (in the $|J, K M\rangle=|1,-1\rangle$ state) and SrF (in the $\left|N, N_{M}\right\rangle=|1,0\rangle$ state) are used in numerical calculations to justify the possibility of our scheme in confining both light and heavy polar molecules. In addition, adiabatic and nonadiabatic cooling trapped $\mathrm{ND}_{3}$ molecules in the 2 D lattice are also studied using the method of Monte Carlo simulation.

The high level of spatial control of local fields offered by the molecular chip makes it an ideal tool for supporting a variety of applications as well as basic research such as quantum computing, molecule-surface interaction, lowdimensional physics, and more. Besides, our design of a 2D electric lattice is scalable and flexible to expand to various geometry patterns to produce other more complex potentials like honeycombed and disordered structures, and it offers opportunities to study particles in a (dis-) ordered structure. In summary, it may be possible for our proposed controllable 2D electric lattice to act as a building block for a future molecular chip laboratory.
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