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ABSTRACT: The selectivities in C—H oxidations of a variety of
compounds by DMDO have been explored with density functional
theory. There is a linear Evans—Polanyi-type correlation for
saturated substrates. Activation energies correlate with reaction
energies or, equivalently, BDEs (AH*, = 091*BDE — 67.8).
Unsaturated compounds, such as alkenes, aromatics, and carbon-
yls, exhibit a different correlation for allylic and benzylic C—H
bonds (AH*,, = 0.35*BDE — 13.1). Bernasconi’s Principle of
Non-Perfect Synchronization (NPS) is found to operate here. The
origins of this phenomenon were analyzed by a Distortion/
Interaction model. Computations indicate early transition states
for H-abstractions from allylic and benzylic C—H bonds, but later
transition states for the saturated. The reactivities are mainly
modulated by the distortion energy and the degree of dissociation
BDE is not unexpected from the Evans—Polanyi relationship, two
for unsaturated leading to delocalized radicals, were unexpected.

Non-Perfect Synchronization
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of the C—H bond. While the increase in barrier with higher
separate correlations, one for saturated compounds, and one

B INTRODUCTION

The selective functionalization of sp> C—H bonds is one of the
current challenges in organic chemistry and is a powerful
strategy for organic synthesis.' ® Many reagents are now
known for C—H functionalization, such as radicals, metal-oxo
species, transition metals (Ru, Cr, Pd, etc.), and dioxiranes,”
Understanding how selectivity is controlled and predicted is
one of the central challenges in this field. This work examines
the reactivity—selectivity relationships for dioxirane oxidations
of a variety of hydrocarbons and substituted hydrocarbons.
Dimethyldioxirane (DMDO) and methyl(trifluoromethyl)-
dioxirane (TFDO) are outstanding reagents for selective
oxidation of a variety of alkanes under mild conditions and
without metal catalysts.""~"* Curci et al. pioneered in the use of
dioxiranes for C—H oxidations, and they carried out a series of
systematic investigations on mechanism."> Dioxiranes can effect
site-selective hydroxylations of target substrates and are used
for “late-stage C—H oxidation”.'"”"” Chen and Baran
developed a two-phase strategy (“cyclase phase” and “oxidase
phase”) to access oxidized terpenes.'® The approach combines
the guided C—H functionalization with Curci’'s TFDO
oxidation. As exemplified in Figure la, a substrate with five
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unactivated tertiary C—H bonds is only oxidized at the
equatoriall C—H bond.'® Figure 1b shows several other
examples of selective C—H oxidations by dioxiranes.”
Applications and site selectivity examples for C—H oxidation
by dioxiranes are well documented.”' ™’

Studies by Curci,"® Baran,””*° Houk®' and others**** show
that the observed selectivities may result from cooperation of
reactivity factors that involve electronic, steric, and strain effects
in transition states. Similar factors have also been reported by
White in C—H oxidation reactions of complex molecules by a
nonheme, iron-based system.%’35 In 1982, Tedder showed
there is a correlation between rate constants and activation
parameters with C—H bond strengths (Evans—Polanyi-type
correlation, also known as Bell-Evans—Polanyi or Bronsted—
Evans—Polanyi relationships) for H-abstraction by radicals.*®
Mayer et al. studied H-abstractions by CrO,Cl,, MnO,~, and
other coordination complexes’” and pointed out that the
Evans—Polanyi-type correlations should be universal. Further-
more, such correlations can be derived from fundamental
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Figure 1. (a) Selectivities in “late-stage C—H oxidations” for the
synthesis of terpenes by Baran.'® (b) Selective C—H oxidation
examples from ref 20.

models of barrier formation according to Shaik et al.*® We have
explored the origins of selectivities in dioxirane reactions,
considering especially the influence of bond dissociation
energies (BDE), steric effects, and polar effects.

B COMPUTATIONAL METHODS

Calculations were performed with Gaussian 09.>’ Energy minima and
transition structures were optimized using UB3LYP with the 6-31G(d)
basis set. Frequency analyses were carried out on these stationary
points to verify if they correspond to energy minima or saddle points
(transition states). Energies were recalculated at the UB3LYP/6-311+
+G(d,p) level for the optimized geometries. A keyword “stable = opt”
was employed to obtain the unrestricted wave functions. The
effectiveness of UB3LYP for geometry optimizations and energy
calculations for this reaction has been demonstrated by numerous
studies.”***! Calculations with UoB97X-D** were also performed.

B RESULTS AND DISCUSSION

For the hydroxylation of a C—H bond by DMDO, the H-
abstraction-O-rebound mechanism (Figure 2) was shown to be
most favorable with an open-shell singlet transition state in the
rate-determining step (i, H-abstraction).'**"**#=47 1.
abstraction results in a radical pair, and the rate of reaction is
determined by the ease of H-abstraction by the dioxirane.
Previous studies have analyzed activation barriers on C—H
abstractions with a variety of oxidizing reagents.””****™>! For
example, Shaik et al. demonstrated a linear correlation between
the activation barrier and BDE for C—H oxidation by p450
Cpdl,>" and Mayer et al. observed a linear correlation for the
C—H oxidation by some metal—oxo complexes (CrO,Cl,
MnO,").”” This indicates that radical stability, as quantified by
BDE, is a determining factor for the activation barrier of C—H
oxidation. In this work, a number of C—H bonds (Table 1)
were studied to establish the structure—reactivity relationship in
H-abstraction by DMDO, particularly, the relationship between
reactivities and radical stabilities of substrates. The Distortion/
Interaction model was employed to analyze the results,”” and
divides the activation energy (AE®) into the distortion energy
(AE;*) and the energy of interaction (AE,,..") between
distorted fragments. The distortion energy is the energy
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Figure 2. Free energy diagram of methane oxidation by DMDO in gas
phase using UB3LYP/6-311++G(d,p)//UB3LYP/6-31G(d). All the
energy terms are given in kcal/mol.

required to distort the substrates and the dioxirane into the
geometries they have in the transition state without allowing
interaction between the addends. Interaction energy is
computed by the difference between the energy of the TS
and the energies of two deformed fragments. The activation
energy is then AE* = AE;* + AE,,.,", where E is the electronic
energy.

Various DFT methods were benchmarked against CASPT2
calculation (Table S1). UB3LYP best reproduces the reaction
barrier by CASPT2, followed by the UoB97X-D. On the other
hand, B3LYP and wB97X-D were benchmarked against
experiment for compounds a—e oxidized by TEDO, as listed
in the Table S2. In comparison, the experimental barriers are
well reproduced by B3LYP, but systematically overestimated by
@B97X-D. The benzylic systems, d and e in Table S2, have
experimental barriers that are even higher than those leading to
the less stable secondary and nonplanar tertiary systems that
certainly have higher BDEs. This indicates that the benzylic
stabilization not fully manifested in the transition states for
hydrogen abstraction. Consequently, we chose UB3LYP in our
following studies, except otherwise mentioned. Table S3
summarizes the BDE, activation energy (AE;*), activation
enthalpy (AH,?), activation free energy (AG,®), reaction
enthalpy (AH,,), total distortion energy (AE,"), distortion
energy of substrates (AE#(Alk)), distortion energy of DMDO
(AE;#(DMDO)), and interaction energy between distorted
fragments (AE; ).

Reactivities versus Radical Stabilities or Reaction
Energies. Radical stabilities are generally determined by
BDEs. Figure 3 shows the relationship between the activation
enthalpy and BDE (or AH,,,) for the reactions of alkanes and
substituted alkanes with DMDO. Figure 3a shows that overall
there is only a rough correlation of activation barrier with BDE
for all the calculated substrates, with R* = 0.73. The substrates
were then classified into two categories, “saturated group”
(substrates 1—12 in Table 1) and “unsaturated group”
(substrates 13—26, containing the C—H directly adjacent to
the —C=C—, —C=0, —CN, or benzene ring in Table 1).
Figure 3b shows that both groups individually give good linear
correlations between activation enthalpy and BDE, with R?
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Table 1. C—H Bonds for Which Oxidations Were Studied”
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“1—12 are labeled as “saturated group”, and 13—26 are labeled as “unsaturated group” (containing the C—H directly adjacent to the —C=C-—,

—C=0, —CN, or benzene ring, leading to a conjugated radical).
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Figure 3. Activation enthalpy of H-abstraction (AH,*) versus C—H BDE (or AH,,,). (a) Orange dots cover all substrates 1—26. (b) Red dots are
C—H bonds in the “unsaturated group”. blue dots are C—H bonds in the “saturated group”. Calculations are based on UB3LYP/6-311+

+G(d,p)//UB3LYP/6-31G(d). Energies are given in kcal/mol.

equal to 0.95 and 0.92, respectively. The activation enthalpies
and BDEs were also plotted based on the calculations by the
unrestricted @B97X-D method, and correlations are shown in
Figure 4a and Figure 4b. A similar tendency was found, with a
poor linear correlation for all substrates (R* = 0.76), and a good
correlation with the “saturated group” (R* = 0.95), but less so
with the “unsaturated group” (R* = 0.75). Both calculations
indicate that C—H oxidation of sp> C—H involves a bimodal
correlation for “saturated” and “unsaturated” groups. The
following analysis is based on the calculations by UB3LYP.
For the “saturated group”, the slope (0.91) is close to 1.0,
indicating that the influence of substituents on the reaction
barrier is almost as much as that on the radical stability. On the
other hand, for the “unsaturated group”, the slope (0.35) is less
than 0.5, radical stability has a relatively small effect on the
barrier. The results are quite different from expectations based
on the Hammond postulate®® or from Marcus theory.”*™*° In
Bronsted or Evans—Polanyi relationships the slope is often
about 0.5,”” and in Marcus theory, which utilizes overlapping
harmonic potential functions to describe reactant and product
deformations along an electron-transfer coordinate, the slope
for moderately exergonic or endergonic reactions is 0.5.°° The
harmonic oscillator model is particularly useful for high
vibrational energies. However, for chemical bond dissociation,
the harmonic potential is not an accurate representation of
energies for extensive bond stretching. The C—H oxidations of
the “saturated group” generally involve a later transition state
than those of the “unsaturated group”, making the transition
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Figure 4. Activation enthalpy of H-abstraction (AH*) versus C—H
BDE (or AH,,). (a) Orange dots cover all substrates 1—26. (b) Red
dots C—H bonds in the “unsaturated group”, blue dots are C—H
bonds in the “saturated group”. Calculations are based UwB97X-D/6-
311++G(d,p)/ /UwB97X-D/6-31G(d). Energies are given in kcal/
mol.
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state resemble the diradical intermediate both geometrically
and energetically. This provides a rationale of why the TS and
the diradical intermediate are perturbed to nearly the same
magnitude in energy, while the NPS principle causes the effect
of radical stability to be relatively small.

The results suggest two general classes of reactants. For the
“saturated molecules”, the energies of the transition states and
intermediate radicals are influenced to almost the same extent.
With “unsaturated molecules”, however, resonance stabilization
is much less important in the transition state than in the
product radical. Our observations are different from those
observed by Shaik for H-abstraction by the Cytochrome P450
Cpdl, where a linear relationship with a slope of 0.59 (R* =
0.90) between the barrier height and BDE is found,®" and
propene and toluene fit on the same correlation as saturated
substrates.””’!

This difference in the formation of more or less localized
radicals or those stabilized by hyperconjugation (“saturated”
systems) and those stabilized by conjugation (“unstaturated”) is
consistent with the “Principle of Non-Perfect Synchronization
(NPS)”, which was proposed by Bernasconi.’® ® This
principle was applied mainly to deprotonation reactions and
carbanion stability, where delocalization is not very influential
in stabilizing transition states.”® There have been several
observations by Tedder and Walton that the transition states of
homolysis reactions are often imbalanced (bond cleavage and
delocalization have unequal progress), and in particular that
resonance stabilization in the product of a radical addition
reaction develops ‘late’ on the reaction coordinate.’’ ~* In this
case, the lag in the development of resonance stabilization of
the transition state causes the barrier to be higher than expected
on the basis of product stability. This results in a smaller slope
for the barrier versus BDE plot. The lag can be indirectly
tracked through the bond length of the breaking C—H bond
and the C—C bond connecting the breaking C—H bond to the
IT bond. This length is a reflection of the strength of CH-7
hyperconjugation. This C—C bond denoted with a red line in
Table 2 was used as the measure of developing resonance
stabilization. As shown here, the bond length of this C—C in
the intermediate is much smaller than that in the transition
state for all members of the “unsaturated group”. This is an
indicator of a much stronger resonance stabilization in the
product radical than in the transition state.

The nature of the transition state was explored by analyzing
the charges and spins of two representative transition structures
by NBO analysis in Figure S, as inspired by the pioneering work
by Shaik.°*”% The saturated compound (2) and the
unsaturated (13) have a late and early transition sate,
respectively. Figure S illustrates that both transition states
involve an almost charge neutral H-abstracted moiety with
radical character. This indicates that these TSs have dominant
hydrogen atom transfer (HAT) characters, albeit with some
proton-coupled electron transfer (PCET) character, which is
indicated by the Q. quantities that show charge transfer from
substrate to the oxidant. Shaik also reported the occurrence of
proton-coupled electron transfer (PCET) for activation of N—
H and O—H by nonheme iron-oxo complexes.*

Polar Effects. Oxidations of primary, secondary, and tertiary
C—H bonds all fit on the same line for the “saturated group”
and “unsaturated group” (see both Figure 3 and Table S1),
indicating that steric and polar effects influence the transition
state only to the similar extent that they change BDE. It should
be noted that polar effects have been proposed by Tedder to

Table 2. C—C Bond Distances in the Reactants (R),
Transition States (TS), Intermediate Radicals (Re)“

Comp011dS Tec (RH) Tee (TS) Tec (R)
13 HoA 1. 50 1.47 1.39
14 e 1.50 1.47 1.39
H
15 \}/\ 1.51 1.49 1.40
H
16 gH 1.51 1.47 1.41
H
17 o 1.51 1.49 1.42

18 (\f{‘ 1.52 1.50 1.43
19 H\)k/\/\ 1.51 1.47 1.40

0
20 H A~~~ LB2 1.49 1.44
0
aa n M 1.52 1.49 144
o}
22 )k( 1.53 1.50 1.44
oH
23 1.51 1.49 1.45
H\)ko/\/\
24 "o 1. 46 1.43 1.38
H
2 o 1.47 1. 44 1.39
H
26 )LCN 1.47 1.45 1.39

“Distance values are given in A.
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Figure S. Geometric parameters (bond length in A and angle in deg)
along with NBO charges (Q) and spin densities (P) on the H-
abstracted moiety (S—H), the charge on the oxidant (Qpype), and the
amount of charge transferred (Qcr) from substrate to the oxidant in

TS.

cause a deviation from the Evans—Polanyi correlation in the
study of hydrogen abstraction by CH; and CF; radicals.*** In
our work, a significant deviation by polar groups from the
correlation is not observed, presumably because the current
study does not involve functional groups with strong polarity.
On the other hand, polar effects indeed generate some outliers
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on the trend plot shown in Figure 3. As exemplified in Table 3,
compounds 9 and 10 possess secondary C—H bonds with

Table 3. C—H Oxidation of Two Secondary C—H Bonds f
or 7 to the Inductively Electron-Withdrawing Acetate”

C-H bond AE*  AH,'  AEme  OES  OHy,  BDE

(o}
5 )ko/\H(\ 224 183 26 251 71 963

o H
10 )Lo’\)\ 230 190 -12.7 35.6 5.9 95.1

“Energies are given in kcal/mol.

different separations from the acetate group. Since it is close to
the acetate, the CH bond in 9 involves a larger BDE (or
AH,,). Curiously it has a lower activation barrier. This
observation coincides with what Bach reported that polar
effects may lower the reaction barrier by rendering an early
transition state,”” but simultaneously increase the BDE. In the
current study, despite small deviations from the correlation
plot, polar effects do not significantly affect the general trend.
That is, polar effects both destabilize the radicals by reducing
hyperconjugation and have a proportional effect on the
activation barriers.

Distortion/Interaction Analysis. We explored the origins
of reactivities and selectivities in the H-abstraction process of
different substrates using the Distortion/Interaction model (see
Table S1 and Figure S). The substrates naturally divide into
two groups of AE,.* values. Substrates 13—26 (“unsaturated
group”) have much weaker interaction energies compared to
other substrates 1—8 and 10—12; see Figure 6. Compound 9 is
anomalous here, perhaps due to the polar effect. The
interaction energies within each of these groups are very
similar, varying only by 2 kcal/mol. There are remarkable linear
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Figure 6. Plot of activation energy (AE;) versus (a) interaction
energy (AE,) and (b) the total distortion energy (AE,). Red dots
are the substrates in the “unsaturated group”, the green dot is substrate
9, and blue dots are “saturated” substrates. Energies are given in kcal/
mol.

correlations between activation energy and distortion energy
for each group, with the correlation coefficients of 0.96 and
0.99, respectively.

Figure 7 shows plots of activation energies versus the bond
lengths of the breaking C—H in the transition state, or the
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Figure 7. (a) Plot of activation energy (AE}*) versus C—H bond
length (rc_y;) and (b) AE,* versus O—H bond length (ro_y). Red
dots are the substrates in the “unsaturated group”, the green dot is
substrate 9, and blue dots are “saturated” substrates. (c) ro_y versus
rc—p. Orange points are all the substrates. Energies are given in kcal/
mol.

forming O—H bond in the transition state. The two plotted
bond lengths were also plotted versus each other and correlate
closely. The substrates are again divided into two groups in the
same way as before. The activation energy is decided by the
degree of dissociation of the C—H bond or the formation of the
O—H bond. The resonance effect in substrates 13—26
influences the degree of dissociation of the C—H bond,
resulting in a much earlier transition state (obvious shortening
of C—H bond and increasing of the O—H bond in the
transition state); see Figure S1.

In order to understand the effect of early versus late
transition state on the distortion and interaction energies, we
performed a Distortion/Interaction analysis along the reaction
coordinate. Substrates 2 and 4 were chosen as representatives
for the “saturated group” and 13 for the “unsaturated group”.
The activation energy for reaction of tertiary 4 (20.6 kcal/mol)
is almost equal to the activation energy of allylic 13 (20.4 kcal/
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Figure 8. Distortion/Interaction analysis along the IRC (plotted as the C—H bond length). The energies by UB3LYP/ 6-31G(d) are given in kcal/

mol.

mol). Figure 8 shows the energies along the IRC for the
dioxirane reaction. The total energy, distortion energy, and
interaction energy for each point along the reaction path were
computed. The distortion energies follow the order of BDEs
(84.0 kcal/mol for 13, 92.7 kcal/mol for 4, 98.0 kcal/mol for
2). At distances from 1.2—1.4 A, there is a relatively small
difference between the AE; for 4 and 13 (~2.0 kcal/mol)
compared to AABDE (~9.0 kcal/mol), while the AAE4 (~3.5
kcal/mol) for 2 and 4 is more similar to AABDE (~5 kcal/
mol). This is related to the observed NPS in that the difference
in radical stability is not fully felt in the transition state. The
interaction energies, arising from the oc_y—0%q_¢ interaction,
are more stabilizing for the tertiary case, 4. The 6-_y of 4is ata
higher energy than o¢_y of 2, which enhances this interaction
with the dioxirane 6*5_g orbital.

It is the lower distortion energy of the allylic or benzylic C—
H bond that causes the transition state to be early. The
transition state occurs where the increase in favorable AE, .,
overcomes the increase in unfavorable AE;. Most importantly,
the high stabilization of the allylic or other unsaturated radicals
is not manifested in the H-abstraction transition state. This is
the origin of the NPS. All of these results show that the high
reactivities of the members of the “unsaturated group” come
from the lower distortion energy resulting from the conjugation
effect, which shifts the transition state much earlier along the
reaction coordinate and results in weaker interaction energies at
the transition state. The Distortion/Interaction analysis along
the C—H bond distance was also performed with calculations
by the UwB97X-D method, as shown in Figure S2. The same
tendencies described above were found.

Bl CONCLUSIONS

We have studied the origins of the reactivities and selectivities
in DMDO C—H oxidations. We observed that separate linear
relationships between activation energy and BDE occur for the
“saturated” and “unsaturated” families of sp3 C—H. The
stabilities of the transition states are influenced much less
than the stabilities of radicals for the “unsaturated group”.
Resonance stabilization is much less important in the transition

state as compared to the product radical, because the transition
states are “early”. The lower distortion energies of the
“unsaturated” members for a given CH stretch are the origin
of this effect. This effect is likely to be observed in all reactions
involving CH breaking, but it has not been reported previously
for other plots of AH* versus AH,y, or BDE perhaps because
insufficient examples were studied to reveal this bimodal
relationship. We are exploring this effect for other C—H
activation reactions.
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